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The celebrated paper [1] by Mather is known as one of the
most important papers of singularity theory. By the main
theorem in [1], many applications are obtained.
On the other hand, by the main theorem of [2], the main
theorem of [1] is drastically improved. Hence, in my talk, the
main theorem of [2] and the sketch of the proof are introduced.
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Motivation

All mappings and manifolds belong to class C∞ in this talk.

ℓ,m, n ∈ N
N : n-dimensional manifold

f : N → Rm : embedding

π : Rm → Rℓ : linear mapping

In the paper “Generic projections” by John Mather, the
composition π ◦ f : N → Rℓ (m > ℓ) is investigated from the
viewpoint of stability.
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Motivation

L(Rm,Rℓ) : set consisting of linear mappings
π : Rm → Rℓ

There exists the natural identification
L(Rm,Rℓ) = (Rm)ℓ.

By the symbol Σ, we denote a Lebesgue measure zero set
of L(Rm,Rℓ) (= (Rm)ℓ).
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Motivation

For examples, the following are some of applications obtained
in the paper “Generic projections”.

For a given embedding f : N → Rm,
∃Σ ⊂ L(Rm,R)
s. t. ∀π ∈ L(Rm,R)− Σ, π ◦ f : N → R is a Morse
function.

For a given embedding f : N → Rm (n = dim N ≥ 2),
∃Σ ⊂ L(Rm,R2) s. t. ∀π ∈ L(Rm,R2)− Σ,
π ◦ f : N → R2 has only fold points and cusp points as
the singular points.

and so on.
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Motivation

F : U → Rℓ : mapping (U ⊂ Rm : open)

π : Rm → Rℓ : linear mapping

Set

Fπ = F + π.

In “Generic projections”, for a given embedding f : N → Rm,
the composition π ◦ f : N → Rℓ (m > ℓ) is investigated.
On the other hand, in today’s talk (ref., “Generic linear
perturbations”), for a given embedding f : N → U , the
composition Fπ ◦ f : N → Rℓ is investigated.
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Preliminaries

N , P : manifold

J r (N ,P) : the space of r -jets of mappings of N into P

For a given mapping g : N → P , j rg : N → J r (N ,P) is
defined by q 7→ j rg(q).

C∞(N ,P) : the set of C∞ mappings of N into P
(the topology on C∞(N ,P) : Whitney C∞ topology)

g : N → P is A-equivalent to h : N → P
def⇔ ∃ diffeomorphisms Φ : N → N and Ψ : P → P
s. t. g = Ψ ◦ h ◦ Φ−1.

g : N → P : stable
def⇔ the A-equivalence class of g is open in C∞(N ,P).
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Preliminaries

N (s) = {q = (q1, . . . , qs) ∈ N s | qi ̸= qj(1 ≤ i < j ≤ s)}
sJ

r (N ,P) is defined as follows:
{(j rg1(q1), . . . , j rgs(qs)) ∈ J r (N ,P)s | q ∈ N (s)}.
For g : N → P , the mapping s j

rg : N (s) → sJ
r (N ,P) is

defined by (q1, . . . , qs) 7→ (j rg(q1), . . . , j
rg(qs)).
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Preliminaries

N , P : manifold

W : submanifold of sJ
r (N ,P)

Definition 1

s j
rg : N (s) → sJ

r (N ,P) is transverse to W
def⇔ for any q ∈ N (s), either one of the following two holds:

1 s j
rg(q) ̸∈ W

2 s j
rg(q) ∈ W and

d(s j
rg)q(TqN

(s)) + T
s j rg(q)W = T

s j rg(q)sJ
r (N,P).

g : N → P is transverse with respect to W
def⇔ s j

rg : N (s) → sJ
r (N ,P) is transverse to W .
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Preliminaries

π : a partition of {1, . . . , s}
def⇔

1 ∃A1, . . . ,Am ⊂ {1, . . . , s} s. t. π = {A1, . . . ,Am}
2

∪m
i=1 Ai = {1, . . . , s}

3 ∀i (1 ≤ i ≤ m), Ai ̸= ∅
4 ∀i , j (i ̸= j), Ai ∩ Aj = ∅

Following Mather, we define Pπ as follows:
Pπ = {(y1, . . . , ys) ∈ P s | yi = yj ⇐⇒ i and j are in the
same member of the partition π }
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Preliminaries

Diff N : the group of diffeomorphisms of N .

There is a natural action of Diff N × Diff P on sJ
r (N ,P)

s. t. (h,H) · s j rg(q) = s j
r (H ◦ g ◦ h−1)(h(q)).

W (⊂ sJ
r (N ,P)) : invariant

def⇔ it is invariant under this action.
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Preliminaries

In order to introduce the main theorem of “Generic
projections”, it is necessary to prepare the notion “modular
submanifold ” defined by Mather.

q = (q1, . . . , qs) ∈ N(s)

g : N → P

q′ = (g(q1), . . . , g(qs))

J r (N ,P)qi : the fiber of J r (N ,P) over qi (1 ≤ i ≤ s)

sJ
r (N ,P)q (resp., sJ

r (N ,P)q,q′) : the fiber of sJ
r (N ,P)

over q (resp., over (q, q′)).

J r (N)q =
⊕s

i=1 J
r (N ,R)qi

mq =
⊕s

i=1 mqi

(mqi = {j rhi(qi) ∈ J r (N ,R)qi | hi : (N , qi) → (R, 0)})
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Preliminaries

q = (q1, . . . , qs) ∈ N(s)

g : N → P

q′ = (g(q1), . . . , g(qs))

TP : tangent bundle of P
g ∗TP =

∪
x∈N Tg(x)P

J r (g ∗TP)qi = {j rξ(qi) ∈ J r (N , g ∗TP) | ξ : (N , qi) →
g ∗TP , πg ◦ ξ = id(N,qi )},
where

πg : g∗TP → N (πg (vg(x)) = x)
id(N,qi ) : (N, qi ) → (N, qi ) : identity

J r (g ∗TP)q =
⊕s

i=1 J
r (g ∗TP)qi

mqJ
r (g ∗TP)q : set consisting of finite sums of the

product of an element of mq and an element of
J r (g ∗TP)q
Then, the following canonical identification of R vector
spaces holds.

T (sJ
r (N ,P)q,q′)z = mqJ

r (g ∗TP)q.
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Preliminaries

Then, the following canonical identification of R vector spaces
holds.

T (sJ
r (N ,P)q,q′)z = mqJ

r (g ∗TP)q, (∗)

where q ∈ N (s), z = s j
rg(q) and q′ = (g(q1), . . . , g(qs)).

W : submanifold of sJ
r (N ,P)

Choose q = (q1, . . . , qs) ∈ N (s) and g : N → P satisfying

s j
rg(q) ∈ W

Set z = s j
rg(q) and q′ = (g(q1), . . . , g(qs)).

Wq,q′ : the fiber of W over (q, q′).

Then, under the identification (∗), T (Wq,q′)z can be identified
with a vector subspace of mqJ

r (g ∗TP)q. We denote this
vector subspace by E (g , q,W ).
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Preliminaries

Definition 1 (Mather)

The submanifold W is called modular if conditions (α) and
(β) below are satisfied:

(α) W is an invariant submanifold of sJ
r (N ,P), and lies over

Pπ for some partition π of {1, . . . , s}.
(β) For any q ∈ N (s) and any mapping g : N → P such that

s j
rg(q) ∈ W , the subspace E (g , q,W ) is a

J r (N)q-submodule.

For example, contact classes (Kr -orbits) defined by Mather are
modular submanifold.
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The main theorem of “Generic projections”

The following is the main theorem of “Generic projections”.

Theorem 2 (Mather)

N : manifold of dimension n

f : N → Rm : embedding

W : modular submanifold of sJ
r (N ,Rℓ)

m > ℓ

⇒ ∃Σ ⊂ L(Rm,Rℓ) : Lebesgue measure zero set
s. t. ∀π ∈ L(Rm,Rℓ)− Σ,
π ◦ f : N → Rℓ is transverse with respect to W .
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An application of the main theorem of “Generic projections”

As one of the applications of the main theorem of “Generic
projections”, the following is well known.

Proposition 1 (Mather)

N : compact manifold of dimension n

f : N → Rm : embedding

m > ℓ

(n, ℓ) : nice dimensions

⇒ ∃Σ ⊂ L(Rm,Rℓ) : Lebesgue measure zero set
s. t. ∀π ∈ L(Rm,Rℓ)− Σ,
π ◦ f : N → Rℓ is stable.
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The main theorem of my talk

The main theorem of my talk is the following.

Theorem 3 (I)

N : manifold of dimension n

f : N → U : embedding (U ⊂ Rm : open)

F : U → Rℓ

W : modular submanifold of sJ
r (N ,Rℓ)

⇒ ∃Σ ⊂ L(Rm,Rℓ) : Lebesgue measure zero set
s. t. ∀π ∈ L(Rm,Rℓ)− Σ,
Fπ ◦ f : N → Rℓ is transverse with respect to W .

Remark that in the case of F = 0, U = Rm, and m > ℓ,
Theorem 3 is the main theorem of “Generic projections”.



. . . . . .

Generic linear perturbations

An application of the main theorem of my talk

Proposition 2 (I)

N : compact manifold of dimension n

f : N → U : embedding (U ⊂ Rm : open)

F : U → Rℓ

(n, ℓ) : nice dimensions

⇒ ∃Σ ⊂ L(Rm,Rℓ) : Lebesgue measure zero set
s. t. ∀π ∈ L(Rm,Rℓ)− Σ,
Fπ ◦ f : N → Rℓ is stable.

Remark that in the case of F = 0, U = Rm, and m > ℓ,
Proposition 2 is the previous Mather’s proposition (Proposition
1).
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Sketch of the proof of the main theorem

In order to give the sketch of the proof of the main theorem of
my talk, we recall the theorem as follows.

Theorem 3 (I)

N : manifold of dimension n

f : N → U : embedding (U ⊂ Rm : open)

F : U → Rℓ

W : modular submanifold of sJ
r (N ,Rℓ)

⇒ ∃Σ ⊂ L(Rm,Rℓ) : Lebesgue measure zero set
s. t. ∀π ∈ L(Rm,Rℓ)− Σ,
Fπ ◦ f : N → Rℓ is transverse with respect to W .
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Sketch of the proof of the main theorem

(Proof)

(αij)1≤i≤ℓ,1≤j≤m : representing matrix of a linear mapping
π : Rm → Rℓ

Set Fα = Fπ, and we have

Fα(x) =

(
F1(x) +

m∑
j=1

α1jxj , . . . , Fℓ(x) +
m∑
j=1

αℓjxj

)
,

where α = (α11, . . . , α1m, . . . , αℓ1, . . . , αℓm) ∈ (Rm)ℓ,
F = (F1, . . . , Fℓ) and x = (x1, . . . , xm).
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Sketch of the proof of the main theorem

For the given embedding f : N → U , a mapping
Fα ◦ f : N → Rℓ is as follows:

Fα ◦ f =

(
F1 ◦ f +

m∑
j=1

α1j fj , . . . , Fℓ ◦ f +
m∑
j=1

αℓj fj

)
,

where f = (f1, . . . , fm).
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Sketch of the proof of the main theorem

By the natural identification L(Rm,Rℓ) = (Rm)ℓ, in order to
prove the main theorem, it is sufficient to show the following.

Our aim
∃Σ ⊂ (Rm)ℓ : Lebesgue measure zero set
s. t. ∀α ∈ (Rm)ℓ − Σ,

s j
r (Fα ◦ f ) : N (s) → sJ

r (N ,Rℓ) is transverse
to the given modular submanifold W .
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Sketch of the proof of the main theorem

Let HΛ : Rℓ → Rℓ be the linear isomorphism defined by

HΛ(X1, . . . ,Xℓ) = (X1, . . . ,Xℓ)Λ,

where Λ = (λij)1≤i≤ℓ,1≤j≤ℓ is an ℓ× ℓ regular matrix.
The composition of HΛ and Fα ◦ f is as follows (in the next
page):
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Sketch of the proof of the main theorem

HΛ ◦ Fα ◦ f

=

( ℓ∑
k=1

(
Fk ◦ f +

m∑
j=1

αkj fj

)
λk1, . . . ,

ℓ∑
k=1

(
Fk ◦ f +

m∑
j=1

αkj fj

)
λkℓ

)

=

( ℓ∑
k=1

(
Fk ◦ f

)
λk1 +

m∑
j=1

( ℓ∑
k=1

λk1αkj

)
fj ,

. . . ,

ℓ∑
k=1

(
Fk ◦ f

)
λkℓ +

m∑
j=1

( ℓ∑
k=1

λkℓαkj

)
fj

)
.
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Sketch of the proof of the main theorem

Set GL(ℓ) = {B | B : ℓ× ℓ matrix, detB ̸= 0}.
Let φ : GL(ℓ)× (Rm)ℓ → GL(ℓ)× (Rm)ℓ be the mapping as
follows:

φ(λ11, λ12, . . . , λℓℓ, α11, α12, . . . , αℓm)

=

(
λ11, λ12, . . . , λℓℓ,

ℓ∑
k=1

λk1αk1,
ℓ∑

k=1

λk2αk1, . . . ,
ℓ∑

k=1

λkℓαk1,

ℓ∑
k=1

λk1αk2,
ℓ∑

k=1

λk2αk2, . . . ,
ℓ∑

k=1

λkℓαk2, . . . ,
ℓ∑

k=1

λk1αkm,
ℓ∑

k=1

λk2αkm, . . . ,
ℓ∑

k=1

λkℓαkm

)
.

In fact, φ is a C∞ diffeomorphism.
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Sketch of the proof of the main theorem

・Structure of φ : GL(ℓ)× (Rm)ℓ → GL(ℓ)× (Rm)ℓ

φ(λ11, λ12, . . . , λℓℓ, α11, α12, . . . , αℓm)

=

(
λ11, λ12, . . . , λℓℓ,

ℓ∑
k=1

λk1αk1,

ℓ∑
k=1

λk2αk1, . . . ,

ℓ∑
k=1

λkℓαk1,

ℓ∑
k=1

λk1αk2,
ℓ∑

k=1

λk2αk2, . . . ,
ℓ∑

k=1

λkℓαk2, . . . ,
ℓ∑

k=1

λk1αkm,
ℓ∑

k=1

λk2αkm, . . . ,
ℓ∑

k=1

λkℓαkm

)
.

HΛ ◦ Fα ◦ f

=

( ℓ∑
k=1

(
Fk ◦ f

)
λk1 +

m∑
j=1

( ℓ∑
k=1

λk1αkj

)
fj , . . . ,

ℓ∑
k=1

(
Fk ◦ f

)
λkℓ +

m∑
j=1

( ℓ∑
k=1

λkℓαkj

)
fj

)
.
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Sketch of the proof of the main theorem

Next, let f̃ : U → Rm+ℓ be the mapping as follows:

f̃ (x1, . . . , xm) = (F1(x1, . . . , xm), . . . , Fℓ(x1, . . . , xm), x1, . . . , xm).

⇒ f̃ : embedding.

Since f : N → U is an embedding, f̃ ◦ f : N → Rm+ℓ is also
an embedding:

f̃ ◦ f = (F1 ◦ f , . . . , Fℓ ◦ f , f1, . . . , fm).
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Sketch of the proof of the main theorem

f̃ ◦ f : N → Rm+ℓ : embedding

W : modular submanifold of sJ
r (N ,Rℓ)

By applying the main theorem of “Generic projections”, it
follows that
∃Σ ⊂ L(Rm+ℓ,Rℓ) : Lebesgue measure zero set

s. t. ∀Π ∈ L(Rm+ℓ,Rℓ)− Σ,

s j
r (Π ◦ f̃ ◦ f ) : N (s) → sJ

r (N ,Rℓ) is transverse to W .
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Sketch of the proof of the main theorem

By the natural identification L(Rm+ℓ,Rℓ) = Rℓ(m+ℓ),
we identify the target space GL(ℓ)× (Rm)ℓ of the mapping
φ : GL(ℓ)× (Rm)ℓ → GL(ℓ)× (Rm)ℓ

with an open submanifold of L(Rm+ℓ,Rℓ).
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Sketch of the proof of the main theorem

・(GL(ℓ)× (Rm)ℓ) ∩ Σ : Lebesgue measure zero set of GL(ℓ)× (Rm)ℓ

・φ−1((GL(ℓ)× (Rm)ℓ) ∩ Σ) : Lebesgue measure zero set of

GL(ℓ)× (Rm)ℓ
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Sketch of the proof of the main theorem

For any (Λ, α) ∈ GL(ℓ)× (Rm)ℓ, let Π(Λ,α) : Rm+ℓ → Rℓ be
the linear mapping defined by φ(Λ, α) as follows:

Π(Λ,α)(X1, . . . ,Xm+ℓ)

= (X1, . . . ,Xm+ℓ)



λ11 · · · λ1ℓ
...

. . .
...

λℓ1 · · · λℓℓ
ℓ∑

k=1

λk1αk1 · · ·
ℓ∑

k=1

λkℓαk1

...
. . .

...
ℓ∑

k=1

λk1αkm · · ·
ℓ∑

k=1

λkℓαkm


.
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Sketch of the proof of the main theorem

Then, we have the following:

Π(Λ,α) ◦ f̃ ◦ f

=

( ℓ∑
k=1

(
Fk ◦ f

)
λk1 +

m∑
j=1

( ℓ∑
k=1

λk1αkj

)
fj , . . . ,

ℓ∑
k=1

(
Fk ◦ f

)
λkℓ +

m∑
j=1

( ℓ∑
k=1

λkℓαkj

)
fj

)
= HΛ ◦ Fα ◦ f .
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Sketch of the proof of the main theorem

Therefore, for any (Λ, α) ∈ GL(ℓ)× (Rm)ℓ − φ−1((GL(ℓ)× (Rm)ℓ) ∩ Σ),

it follows that s j
r (Π(Λ,α) ◦ f̃ ◦ f ) (= s j

r (HΛ ◦ Fα ◦ f )) is transverse to W .
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Sketch of the proof of the main theorem

Set Σ̃ = {α ∈ (Rm)ℓ | s j
r (Fα ◦ f ) is not transverse to W }.

Suppose Σ̃ is not Lebesgue measure zero set of (Rm)ℓ.
⇒

GL(ℓ)× Σ̃ is not a Lebesgue measure zero set of
GL(ℓ)× (Rm)ℓ.
∀(Λ, α) ∈ GL(ℓ)× Σ̃, s j

r (HΛ ◦ Fα ◦ f ) is not transverse to
W .

This contradicts the assumption φ−1((GL(ℓ)× (Rm)ℓ) ∩ Σ) is
Lebesgue measure zero.

□
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Thank you for your attention.


